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of our model. For only slightly asymmetric echoes, all the objects of the library are suitable and can

be chosen, resulting in a sort of overfitting. There are no prior constraints on the object types in our

model for neighboring echoes and echoes belonging to the same waveforms. Thus, the approach can

result in non-homogeneous spatial function maps.

The potential advantages of the new approach are twofold. First, 3D points can be to accurately

generated over large areas with shape descriptors that are the parameters of the modeling functions.

Moreover, the 3D points can be labelled with their modeling function. By providing new features,

our approach offers the possibility to improve classical lidar data classification algorithms. However,

processing millions of waveforms requires a significant computing time. For our experiments, with a

Macintosh Pro 8-core 2.93GHz with 6GB RAM, approximatively 50,000 waveforms can be processed

in one hour.

In future works, it would be interesting to estimate automatically the weighting parameters using for

instance the EM algorithm. Moreover, we should introduce, in the energy formulation, specific inter-

actions between parametric functions of different types in order to improve local signal adjustments.

Eventually, as consecutive small-footprint waveforms along a scan line and in the orthogonal directions

are likely to have similar shapes, spatial interactions should also be included in the regularization

term of the proposed model.
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